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Abstract- in this paper we study divisible load scheduling with 
result collection on heterogeneous system. Divisible loads 
represent computations which can be arbitrarily divided into 
parts and performed independently parallel. The scheduling 
problem consists in distributing the load in a heterogeneous 
system taking into account communication and computation 
times, so that the whole processing time is as short as possible. 
Since our scheduling problem is computationally hard, we 
propose a Branch & Bound algorithm. By simulating and 
comparing results, it is observed which this result produces 
better answers than other methods, it means that, branch & 
bound algorithm have less total average of relative error 
percentage in the variety Heuristic functions. 

Keywords- divisible load scheduling; Heterogeneous System; 

Branch & bound algorithm. 

 

I.  INTRODUCTION  

Nowadays the problem of working scheduling 
heterogeneous system has specific importance because of the 
necessity of optimize using calculating processors and also 
spending less time for performing of scheduling algorithms. 

In this paper we study divisible load scheduling with result 
collection on heterogeneous which has star network. In this 
system, processors Efficiency, communication network 
topology and speed of network lines can be different. 
Scheduling works in heterogeneous system is computationally 
hard. One of the computation models is divisible load.  
Divisible load model originated in the late 1980s [1, 2].  

Surveys of divisible load theory (DLT), including 
applications, can be found in [3, 4]. DLT proved to be a 
valuable tool for modeling processing of big volumes of data 
[5, 6] includes image processing [7], signal processing, data 
mining and research in Database [8]; calculate linear algebra 
[9] and multimedia functions [10]. Distributing the load causes 
inevitable communication delays. To shorten them, the load 
may be sent to processors in small chunks rather than in one 
long message. This way the computations start earlier. Such 
multi-installment or multi-round divisible load processing was 
proposed first in [11]. Memory limitations for single-

installment communications were studied in [12], where a fast 
heuristic has been proposed. In [13] it was shown that this 
problem is NP-hard if a fixed startup time is required for 
initiation of communications. 

In this theory we use master-slave model. The load located 
on master. Master computer divides divisible load between 
slaves, when slave computers received all load start processing. 
Each slave computers after finishing of processing report the 
result to master. The problem consists in finding a 
communication sequence, the schedule of communications 
from the originator to the workers, and sizes of transferred load 
pieces, so the total responding time becomes minimum. 

In previous researches amount of slave results hypothesized 
low so that we ignore time delay for sending this data to 
master; but nowadays, researchers hypothesizing time delay for 
returning back slave results to master computer.  

If M is number of computer, to consider different 
arrangements, time complexity is O (   ). 

It has not already represented a certain algorithm with poly-
nominal time complexity that can produce answer less time in 
all cases but existent creative ways are LifoC, FifoC [14, 15], 
ITERLP [16], Sport [17, 18], and GA [19]. 

Our aim is to suggest Branch and bound algorithm for 
solving divisible load scheduling with result collection on 
heterogeneous systems. The rest of this paper is organized as 
follows. In section 2 the problem is formulated. Section 3 
describes Branch and bound algorithm for solving DLS 
problem. The results presented in section 4. The last section is 
dedicated to conclusions. 

 

II. SYSTEM MODEL AND PROBLEM DEFINITION 

The network model to be considered here consists of      

(M + 1) processors interconnected through M links in a single-

level tree fashion as shown in Fig. 1. 
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Fig. 1 A heterogeneous star network 

 

In this model   {          } is M+1 computers that 

the master processor (  ) as the root node of the tree and the 

slave processors as the leaf nodes.   {           } Is the 

set of computation parameters of the slave computers, and           

  {          } is the set of communication parameters of 

the network links.    Is the reciprocal of the speed of 

processor   , and    is the reciprocal of the bandwidth of link 

  . In this model, L is the whole dividable load that exists in 

master computer. Since it does not damage problem, we 

suppose that L=1. The source    splits L into parts and sends 

them to the respective processors         for computation. 

Each such set of m parts known as a load distribution          

𝛼  {𝛼  𝛼    𝛼 }. 

All processors follow a single-port and no-overlap 

communication model, implying that processors can 

communication with only one other processor at the time, and 

communication and computation cannot occur simultaneously. 

 If the allocated load fraction is 𝛼 , then the returned result 

is equal to 𝛿𝛼 , where   �𝛿   . The constant 𝛿  is 

application specific, and is the same for all processors for a 

particular load L. for a load part 𝛼 , 𝛼    is the transmission 

time from    to   , 𝛼    is the time it tales    to perform the 

requisite processing on 𝛼 , and 𝛿𝛼    is the time it takes    

to transmit the results back to   .    and    are two 

permutation of order m that represent the allocation and 

collection sequences respectively       and        denote the 

processor number that occurs at index   {      } .       
and        are two lookup functions that return the index of 

the processor k in the allocation and collection sequences. 

Purpose of scheduling is to find the sequence pair (  ,   ), 

and 𝛼       that minimize total processing time. The total 

processing time is started from the time of load distribution 

until receiving the last process from master processors. Result 

collection phase begins only after the entire load fraction has 

been processed, and is ready for transmission back to the 

source. This is known as a block based system model, since 

each phase forms a block on the time line Fig. 2. 

 

Fig. 2 schedule for M=3 

 

As    and    are determined, we can find 𝛼       with linear 

programming as below: 

∑ 𝛼            𝛼   �
  ( )
    ∑ 𝛿𝛼     

      �
 
    ( )   � (1) 

∑ 𝛼            � 
   ∑ 𝛿𝛼           �

 
                (2) 

∑ 𝛼 
 
   =J                                     (3) 

   � 𝛼   � ���                             (4) 

In the above formulation, for a pair (   ,   ), (1) imposes 

the no-overlap constraint. The single- port communication 

model is enforced by (2). The fact that the entire load is 

distributed among the processors is ensured by (3). This is 

known as the normalization equation. The non-negativity of 

the decision variables is ensured by constraint (4) [20]. By 

using branch and bound algorithm to find         ,          and 

𝛼      . There is (  ) Possible permutations each of    and   , 

and the linear program has to be evaluated (  )  times to 

determine the globally optimal solution. 

 

III. BRANCH & BOUND ALGORITHM FOR SOLVING 

DLS PROBLEM 

Branch and bound algorithm is one of the trees and graphs 
traversal and exploring methods. Branch and bound algorithm 
is performed like below: 

 Tree travers 

 Heuristic function 

 Pruning branches 

At the beginning the root node is selected, once the root is 
selected its children will be created. After that heuristic 
function will work on all children and compare their answers. 
Then it will select the child who had the best result and it 
repeats this action until the result is found. We probably can 
find many answers for DLT about Branch and bound algorithm 
ended when the first answer is found. Branch and bound 
algorithm Travers tree as BFS and use heuristic functions for 
pruning branches. In Fig. 3 we display how to extend nodes. 
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Fig. 3 extending node in Branch and bound 

 

In our tendered algorithm (Branch and bound LifoC), first 

the selected computer and its father be located in allocations 

list then total slaves that aren’t appeared in the allocations list, 

are sorted by increasing C (band width), after that we call 

heuristic function with this data. 

 

IV. COMPUTATIONAL EXPERIMENTS 

In experiments, we compared efficiency of Branch and 
bound algorithm by Sport, LifoC and Genetic Algorithms. We 
performed our Tests by Amd Athelon Dual 3.0 Ghz with 2 
Gigabyte RAM in Matlab environment. To display a 
heterogeneous system we consider 25 different cases of C and 
E. For every 25 cases, m value of C and E produced randomly. 
In all tests, we calculated time of process for each algorithm.  If 
     shows us the time of process for optimal algorithm and    

shows the time of process for other algorithms, the percentage 
of relative error (   ) was calculated as formulation (5). 

    = 
       

    
   100                           (5) 

Since we produce 25 different cases of heterogeneous 
system, the average of relative error percentage is calculating 
as formulation (6). 

   
̅̅ ̅̅ ̅ = 

∑ (   ) 
  
   

  
                                (6) 

In order to consider the effects of & parameter in mention 
algorithm, the result time obtains experiments which have been 
done for M=4, 5 and δ =0.1, 0.2, ..., 1, and the average of 
relative errors has been shown in Fig (4,5). 

In these figs, we see average error percentage of Genetic 
algorithm, Sport, LifoC and Branch and Bound LifoC for 4 and 
5 slave computers.  

As displayed in Fig. 4, when we have 4 slaves computer, 
Branch and Bound algorithm in much δ value has lowest 
average of relative error percentage. Considering the running 
time being less in Branch and Bound algorithm, we can 
introduced it as the best algorithm. 

 

Fig. 4 average of relative error percent 

 

With respect to the efficiency of Branch and Bound 
algorithm and Genetic algorithm rather than the other two, we 
compare them in Fig. 5. 

 

 

Fig. 5 average of relative error percentage 

 

For m=5 and δ=0.7, The Run time& average of relative 
errors percentage for all of algorithm has been shown in    
Table 1. 

TABLE 1. RUN TIME & AVERAGE OF RELATIVE ERROR PERCENTAGE FOR 

M=5 & Δ=0.7 

Algorithm Run time Average of relative 
error percentage 

Optimal algorithm 182.6719 0 

Branch & Bound 
algorithm 

0.2125 0.000299117 

Genetic algorithm 30.5712 0.000637334 

LifoC algorithm 0.0125 0.0039602808 

FifoC algorithm 0.015 0.074704891 

Sport algorithm 0.0025 0.183.05 
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CONCLUSION 

In this paper, a new heuristic algorithm, Branch and 

Bound, for the scheduling of divisible loads on heterogeneous 

systems and considering the 

 Result collection phase is presented. A large number of 

simulations are performed and it is found that Branch and 

Bound consistently delivers near optimal performance.  

As future work, an algorithm with similar performance, 

but with better cost characteristics than Branch and Bound 

LifoC needs to be found. Another important area would be to 

extend the results to multi-level processor trees. 
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