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Abstract-Cloud computing is a technology which provides its 
services based on demand and reduction of costs. Service level 
agreement is an agreement between cloud service providers 
and cloud users. When the contents of this agreement are not 
observed, it is violated, and the service provider should pay a 
fine. To examine the service level agreement, this paper 
proposes a method whose goal is to find time intervals in 
which the greatest violation of the agreement is detected. This 
detection does not increase the time overhead imposed on the 
service provider. In order to detect the violation, the Particle 
Swarm Optimization algorithm and the Genetic algorithm were 
compared to find the time interval with a higher number of 
detected violations and a minimal time overhead. The findings 
indicated that, as compared to two algorithms could establish a 
better balance between the time overhead and the number of 
violations. 

Keywords-Particle Swarm Optimization Algorithm, Cloud 

Computing,  Service Level Agreements, Gentic Algorithm 

 

I. INTRODUCTION  

The main concepts of cloud computing were formed in the 
1960s, when John McCarthy pointed out that cloud computing 
may be organized one day as one of the public industries [1]. 
Cloud computing is a new model in which computing 
resources, ranging from storing the data to completing the 
configuration of systems distributed based on demand, are 
available as scalable services on the Internet. In the case of the 
presence of parallelization in the software, users will be able to 
use the cloud computing solution to decrease the computational 
time. From the infrastructure point of view, it includes a set of 
distributed and parallel systems which are interconnected [2, 3, 
4]. Cloud systems provide the conditions for users to 
implement their computing requirements on cloud servers, 
rather than buying several servers, and pay only for their own 
use. Also, in these conditions, when the users face an increase 
in costs, they can use more resources based on their needs. This 
technology is known as virtualization, through which the 
dynamic sharing of the hardware resources is provided [5]. 
Buyya et al. of the University of Melbourne have defined cloud 

as follows: Cloud is a parallel distributed computing system 
consisting of a set of virtual and interconnected computers, and, 
as one or more integrated computing resources, agreements are 
achieved based on the agreements related to level of service 
presentation; these agreements are established after negotiation 
between the service provider and the customer [6]. The most 
comprehensive or most suitable definition for cloud computing 
might be the one proposed by the National Institute of 
Technology and Standards (NIST).  It has been defined in this 
way: Cloud computing is a model providing the conditions for 
easy access, based on the user’s demand, to a set of changeable 
computing resources and configurations through a network. 
This system can be provided quickly without a need for 
resource management or direct service interference of the 
provider [7]. In cloud computing, a workload is a set of text 
files including the samples of percentages for using the 
processor in each interval as well as the data collected from 
more than 500 data centers throughout the world. Also, there 
are two types of time interval including static interval and 
dynamic interval. Static intervals are those whose values are 
fixed during the program implementation, but dynamic 
intervals are those whose values vary during the program 
implementation [8]. Researchers often cannot work in a real 
cloud environment due to some cloud computing system 
bottlenecks.  So, simulation to model the mechanism and to 
evaluate the findings is essential [9]. The computing function 
has been based on the service level agreement model. This 
model includes information such as the characteristics of 
service and its name and values [10]. In the case of loss of data, 
agreement can help the users prove their claims against the 
cloud server. Agreement parameters include input and output 
bandwidths, processor, and memory [11-12-13]. Using the 
PSO algorithm, the best dynamic interval has been proposed as 
the output in this paper. The best dynamic interval is the one in 
which there is a balance between the violation of the service 
level agreement and the system time overhead. 

This paper is organized in the following manners. The 
second section reviews the studies related to the subject along 
with their advantages and disadvantages. Section 3 describes 
the proposed algorithm. Section 4 examines and evaluates the 
findings of the research. Finally, section 5 concludes the paper. 
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II. REVIEW OF LITERATURE 

Several methods have been used to control and monitor 
service level agreements in cloud environments. These 
methods, each with both advantages and disadvantages, are 
divided into two general classes. The first class includes 
methods whose values do not change during program 
computations. They are known as static methods. The second-
class methods, whose values change during the program 
implementation, are known as dynamic methods. An 
automated monitoring process system, referred to as Sandpiper, 
has been presented in a static environment. The advantages of 
this system are considered to be automated monitoring, 
detection of important points, resetting the virtual machine 
when required, and prevention of service level agreement 
violations. However, lack of mapping the low-level metrics 
such as processor and memory to the parameters of the service 
level agreement is considered as the disadvantage of the system 
[14]. Reference [15] presents the Grid eye, which is a service-
oriented monitoring system with a flexible architecture. 
Managing the resources with a specific approach in a grid 
environment is considered as the advantage of that study, while 
its disadvantage is the lack of mapping the low-level criteria 
and management of the service level agreement in static and 
dynamic environments. The study in reference [16] presents 
Netlogger, which is a distributed monitoring system and can 
collect information from a network and monitor it. Netlogger is 
a user programming interface to investigate the load before and 
after some requests or operations. Monitoring the network 
resources is the advantage of that study, but it is 
disadvantageous due to failing to manage service level 
agreements. In [17], to manage service level agreements, a 
framework is added to the grid  discussed. This approach to 
service level agreements is applied to the grid network, when 
the goal is managing the agreement in the cloud environment. 
In [18], cloud monitoring of the program is presented by using 
the mOSAIC method. Development of monitoring techniques 
for such applications is described by using mOSAIC API, and 
the use of those techniques is expanded to cloud environments 
to collect information. In that paper, detection of violations 
from service level agreements to avoid any cost is not taken 
into account, nor is it commonly done. This is because the 
method only controls the programs which have been developed 
by using mOSAIC API. A lot of discussion has been made on 
providing dynamic service level agreements by using GRIA. 
Monitoring based on service level agreements is one of the 
advantages of this method, and failing to map low-level criteria 
to high-level criteria as well as being limited to a grid network 
is regarded as one of its disadvantages [19]. Independent 
management of quality of service (QoS) in a static environment 
has been discussed by using a method, like a proxy, whose 
implementation is based on a web-service agreement. In this 
regard, using service level agreements to prevent the abuse of 
parameters of quality of service is an advantage, but being 
limited to web services is a disadvantage [20]. Accessibility of 
historical data to provide a service level agreement and ability 
to evaluate the conditions of the agreement are considered as 
the advantages, while the lack of monitoring the low-level 
criteria and failure to map it to high-level contents are the 
disadvantages of that study [21]. The study in reference [22] 
presents a cloud exchange method with such strengths as better 

performance, reduced cost in cloud environments, and lack of 
support for dynamic scheduling. Indeed, an approach is 
presented to adapt a user service level agreement template to 
general agreements. One advantage of this method is that the 
restriction of static agreements is resolved with this template 
and mapping is defined between the public and private 
agreements. On the other hand, imposing costs on users and 
lack of linear management of the violation of service level 
agreements are regarded as the disadvantages of the method 
[10]. In [11], an infrastructure is provided to detect violations 
from the Desvi architecture agreement. This architecture 
automatically detects the violation of service level agreement 
in static intervals. Minimizing the interaction with users and 
preventing the violation of service level agreement are the 
advantages of this approach, but increased time overhead in 
short intervals is a disadvantage. In reference [23], the Bee-
MMT method has been presented to reduce violations of 
service level agreements in static intervals as a requirement to 
enhance the quality of services and satisfy the customers. 
Reduced energy consumption, leading to more violations of 
service level agreements, as compared to other methods, is the 
advantage of that study. However, it is disadvantageous due to 
the reduced time overhead of system and the lack of 
dynamization. Using a genetic algorithm, a smart mechanism is 
devised to find the dynamic time intervals to monitor and 
optimize the conflict of interests in Desvi architecture.  Failing 
to reduce the overhead time applied to the system as well as 
failure to provide accurate information on implementation is 
considered as a disadvantage of that study [24]. In [25], a 
colonial competition algorithm is presented to deal with the 
conflict of interests between system overhead and violation in 
cloud computing. This algorithm is intended to find dynamic 
intervals in Desvi architecture. Establishing a relative balance 
between a situation in which intervals are longer and one in 
which the intervals are selected from short intervals is an 
advantage of the study. However, it may be criticized for the 
lack of implementation in the Cloud sim environment. 
Evolutionary algorithms can be used to choose dynamic time 
intervals. The use of such algorithms depends on the number of 
intervals which can be examined to detect violations.  Given a 
high workload of the used Planet Lab, at each attempt to 
achieve a dynamic interval, the workload increases, and, using 
a manual method, it is not possible to calculate the time 
overhead or to detect violations. A PSO algorithm is used in 
that paper owing to its high convergence speed in achieving the 
personal best (PBest). 

 

III. PROPOSED ALGORITHM 

The current challenge in detecting the violations of service 
level agreements is that, as the smaller the time interval is, the 
more violations are detected, and the longer the overtime will 
be. On the other hand, when the time interval is selected to be 
larger, the number of violations detected and the time overhead 
applied to the system will be lower. The main goal is to 
establish a balance between the time overhead of the system 
and the number of violations detected. The time interval in 
static intervals increases due to detection of more violations 
[11]. When there is a direct relationship between the time 
overhead and the number of violations, a system failure will 
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result. In order to solve this problem, we search for dynamic 
intervals. To select the best time intervals with which to 
achieve the mentioned balance, a method is presented in this 
paper. These time intervals should be able to establish a 
balance between the system time overhead and the number of 
violations detected. To this end, for each of the parameters of a 
service level agreement, a workload is generated based on the 
pre-assumed workload of the cloud sim library. This workload 
needs to evaluate the rate of violations at each time interval in 
minutes. As Planet Lab data report only the number of 
violations detected in an interval, which is an integer multiple 
of 5 minutes, they are not appropriate for our method. For this 
reason, we require to generate a workload so that we can 
determine the number of violations detected at any certain 
time. Each workload is evaluated as 1440 minutes for one day. 
Given the selected time interval m, the number of times a 
system violation is recorded is obtained using equation (1) as 
follows:  

1440
,1 1440p m

m
                (1) 

where m represents minutes. For each time interval m, it is 
required that the cost of measurement, which has a direct 
relationship with the length of the interval, and the number of 
violations detected be calculated. To create a balance between 
the cost of measurement and the number of violations detected, 
equation (2) is used [11]: 

 
 , ,

m v
φ cpu memory Storge

c= μ α φc c


               (2) 

where μ is the number of measurements, 
mc is the cost of 

measurements,  α φ is the number of the undetected 

violations of the service level agreement, and 
vc  is the cost of 

the loss of agreement violation. In equation (2), the number of 
measurements has a direct relationship with time. For example, 
if the measurement intervals are 5 minutes and our workload is 
implemented for one day (24 hours), the number of 
measurement intervals will be 1440 minutes. Accordingly, the 
number of measurements will be 522 for 10-minute intervals. It 
is clear that this number will be lower for intervals with a 
larger length and larger for intervals with a smaller length. The 
sum of these parameters should establish a balance between the 
cost of measurement and the cost of undetected violations.  As 
the number of the selected intervals is high and since the total 
workload should be evaluated at each selected interval in a 24-
hour period, we are looking for a time interval which can 
establish a balance between the cost of measurement and the 
number of violations detected. For this purpose, a time interval 
of m is selected, among all other intervals, minimizing the 
value of equation (2). Considering what is stated above, to find 
an interval among the current time intervals, an evolutionary 
algorithm is required. Accordingly, the PSO algorithm is used 
in this paper. As previously explained, finding the best time 
interval that can establish a balance between the measurement 
cost and the number of undetected violations is considered as 
an innovation of this study. In other words, the study aims to 
find a dynamic interval determined based on the conditions of 

the problem. It means that this interval can vary by a change in 
the workload, the parameters of Service level Agreement, the 
number of virtual machines available in the cloud space, and 
the way to allocate each job of the workload to a virtual 
machine. The main objective of this paper is to dynamize the 
selection of time intervals to measure the number of violations 
detected per a workload in any condition. 

A. Particle swarm optimization 

Particle Swarm Optimization (PSO) method has been 
inspired by the social behavior of a group of birds or fish in 
search for food to direct the population to a promising area in a 
search space [26, 27]. Each bird uses the past experiences of 
other members to find food. The main base of the particle 
swarm optimization algorithm is sharing of information among 
the group members. In the particle swarm optimization 
algorithm, the solution of each problem is the bird position in 
the search space, known as ‘particle’. All the particles have a 
merit gained through a fitness function, which is the 
optimization goal. In addition, each particle has a component 
called ‘speed’, which specifies its path in the search space. The 
particle swarm optimization algorithm begins with a group of 
random solutions. Then, it begins searching to find an optimal 
solution in the problem space by updating the situation and the 
speed of each particle. Each particle is defined in a 
multidimensional form (depending on the problem nature) with 

two values, idX  and idV , which represent the place and the 

speed related to the dth dimension and the ith atomic particle 
respectively. At any step of the population movement, each 
particle is updated based on two best values. The first value is 
the best solution in terms of merit, obtained for each particle 
separately so far. This value is the best person called ‘pbest’. 
The other best value obtained by the particle swarm 
optimization algorithm is the one obtained by all the particles 
in the population. This value is the general best called ‘gbest’. 
After finding the two values of pbest and gbest, each particle 
updates its new speed and place through the following two 
equations [27]: 

     i  t 1       t    V   t 1i iX X               (3) 

1 1

2 2

( 1) ( ( ) ( )[ ( )]

                        .c ( )[ ( ) ( )])

ij ij i ij ij

i i ij

V t w V t c r t pbest X t

r t gbest t X t

   


                  (4) 

where w is the inertial weight, 1c  and 2c are the acceleration 

coefficients, and 1r and 2r are the random numbers in the 

interval (0 and 1). The final value of the speed of each particle 

is limited to   ,MAX MAXV V  interval to prevent the divergence 

of the algorithm. 1c  , 2c  and w are the PSO parameters, and 

the convergence of the algorithm depends on the value of these 

parameters. 1c  and 2c are the numbers between 1.5 and 2, but 

the best selection is 1 2c c   2.05 and 0  1w   . The 

convergence strongly depends on the value of w , and it is 

better to define it defined dynamically.  In the interval (0.2-
0.9), this value is reduced linearly during the population 
evolution. First, it should be large enough, but, in later steps, a 
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small w will result in better convergence. PSO, updating its 

population by using equations (3) and (4), is called base or 
standard PSO [28].  

B. Generation of particles in the PSO algorithm 

      Particle needs to be defined if the PSO algorithm is to 
be used in selecting the best dynamic interval to detect 
violations. Considering the number of parameters in the service 
level agreement, each particle is composed of five parts 
including speed, the best value, and three parameters of 
detecting the violations. These parameters include memory, 
processor, and bandwidth. Since the workload related to 
planetlab is implemented in the intervals of multiples of five, 
they cannot be used for the proposed method. For this reason, a 
new workload based on planetlab will be created, which can be 
implemented and measured in each time interval. This 
workload is implemented in different time intervals, and 
utilization of each workload is determined based on the number 
of physical and virtual machines. To calculate the utilization, 
the value of each job of the workload allocated to the processor 
compares the memory and the bandwidth to the requested 
value of each job. In case of any difference or lack of allocation 
of the job request, the lack of request is calculated in the form 
of violation of that parameter. To use the solutions obtained by 
implementing the workload in each interval, the utilization 
obtained from each job needs to be stored along with its 
corresponding implementation time on one map. The map has 
the role of updating each particle. Accordingly, the particles 
are generated randomly. Then, 12 jobs corresponding to them 
are selected through the map based on the value of each 
parameter of detecting the violation. The value of the fitness 
function related to each selected map is implemented on the 
basis of equation (2). The mean value of the fitness function 
for 12 maps is selected as the best value for that particle. This 
best value is the same as the length of the considered interval. 
Each particle is updated based on its speed and its best value. 
The operation continues as long as the value of equation (2) for 
the best particle in each repetition of the algorithm is not less 
than the threshold value. The best particle is selected, and the 
best value is introduced as the dynamic interval for the 
generated workload after the algorithm is ended. It should be 
noted that the best particle in each implementation of the 
algorithm is a particle whose best value is among the four 
particles. Fig. 1 displays the flowchart of the introduced 
algorithm. 

 

IV. SETTING THE PARAMETERS AND TESTS AND 

EVALUATION OF THE RESULTS 

In order to evaluate the PSO algorithm for utilization of 
memory, processor, and network, among the Planetlab data, 
1440 data are randomly selected as the workload. These data 
are such that, if we consider a day as long as 24 hours, we will 
have 24 × 60 = 1440; that is to say, each day equals 1440 
minutes. It is assumed that the interval value is in minutes. This 
assumption means that calculation in seconds is overlooked 
because it seems that the workload applied to the system is too 
great to investigate the variations second by second. 
Calculations in minutes are, however, more rational.  

 

Figure 1.  Flowchart of the proposed algorithm in finding the dynamic 

interval 

 

As stated before, prior to applying the PSO algorithm, it is 
required that a map be generated. In this study, the number of 
particles for each implementation of the algorithm is 
considered four, and the threshold value is set to be 0.5.After 
implementing the PSO algorithm once, all the particles are 
arranged in a descending order according to their fitness 
function values. Updating of each particle and determination of 
its direction is done on the basis of its speed. The PSO 
algorithm output, which is the best time interval proposed, can 
be evaluated in two aspects. In one aspect, the highest number 
of violations taking place in time intervals is detected. In the 
second aspect of evaluation, the time overhead is applied to 
system, which has been reduced in some time intervals. To 
simulate this operation, the Cloud sim Library version 0, 3, 3 is 
used. This simulation is done by the NetBeans IDE 8.1 
software. In the simulation environment, 50 physical devices 
have been designed, and 50 machines have been designed in 
each device. Table 1 illustrates the features of the selected 
physical and virtual machines. 
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TABLE I.  FEATURES OF THE SELECTED PHYSICAL AND VIRTUAL 

MACHINES 

 Operating system Processor RAM memory 

physical machine Linux 4-core 4GB 

virtual machine Ubunta 1-core 1 GB 

 

In order to examine the rate of violations of the service 
level agreement in the PSO algorithm by the request of the 
memory user, it is assumed that the user’s request of the 
memory has been at least 700 MB. As shown in (Fig. 2), in 
different minutes of a day, different values of the memory are 
allocated by the host to the user. The horizontal axis is the time 
in minutes, and the vertical axis is the amount of memory 
allocated to the host in MB. 

 

 

Figure 2.  Memory allocated to host 

  

Fig. 3 illustrates the relationship between time intervals and 
SLA (Service Level Agreement) violations. The diagram 
indicates that, in most cases, more violations are detected in 
shorter time intervals. For example, for a 5-minute interval, 
130 MB of memory is obtained. These values have been 
obtained before giving them to the PSO algorithm. 

 

 

Figure 3.  SLA violations detected in time intervals 

 

 Fig. 4 shows the relationship between the time used to 
detect the violations and the time intervals. As suggested by the 
figure, the time used to detect 130 violations is equal to 
7056343 nanoseconds. The goal of PSO is to obtain the time 
interval in which the SLA violations are increase and the time 
overhead applied to the system is reduced. 

 

 

Figure 4.  Time overhead applied to the system 

 

  As stated before, the generated map includes the rate of 
violations corresponding to the service level agreement 
parameters and the time of finding them in the determined 
interval for one day, given as the input to the PSO algorithm. 
According to the history of the map, this algorithm decides in 
which interval the balance between the implementation time 
and the number of the detected violations has been established. 
In the present study, after completion of the algorithm, the best 
particle is obtained with the time interval of seven. Fig. 5 
suggests the reason for selecting this interval. In this figure, the 
horizontal axis represents the time interval, and the vertical 
axis represents the value of the cost function. As the figure 
further shows, in the time interval of seven, the lowest value is 
obtained from equation (2). In other words, in this interval, 
there is a balance achieved between the number of the detected 
violations and the implementation time. 

 

 

Figure 5.  Fitness function value in the PSO algorithm 
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There are twelve intervals selected. Selection of this 
number is due to the fact that, in intervals more than twelve, 
the number of detected violations is reduced significantly and 
the number of undetected violations is increased. This 
increases the value of the fitness function in these intervals. To 
examine the utilization of the PSO algorithm, another test is 
conducted using a genetic algorithm. This test environment has 
been considered similar to that of the PSO algorithm. On this 
account, the input map of the genetic algorithm is the same as 
the input map of the PSO algorithm. Similarly, the number of 
genes is equal to the number of particles, and the fitness 
function has been considered the same as equation (2). As 
illustrated in Fig. 6, the genetic algorithm in the sixth interval 
has the minimum value of the fitness function. In general, by 
comparing the values of the fitness functions of the PSO and 
genetic algorithms, one can find out that the PSO algorithm can 
detect more violations in time intervals. This is because the 
value of equation (2) is higher when the minimum number of 
the undetected violations is high. 

 

 

Figure 6.  The value of fitness function in the GA algorithm 

 

     Fig. 7 compares the PSO algorithm with the genetic 
algorithm. The goal of both PSO and genetic algorithms is 
reducing the time overhead applied to the system and reducing 
the number of violations. 

 

 

Figure 7.  Comparing the PSO and the GA algorithms 

V. CONCLUSIONS 

In a cloud computing environment, appropriate facilities 
such as processors, input and output systems, bandwidths, and 
memory are provided in the form of heterogeneous resources 
for users. In this paper, a method is presented to detect the 
highest number of violations of the service level agreement in 
dynamic time intervals based on the PSO algorithm. To test the 
utility of PSO versus another algorithm, an experiment is 
performed through the genetic algorithm. The environment of 
this experiment has been set to be similar to that of the particle 
swarm algorithm. For this purpose, the input map of the genetic 
algorithm is considered to be the same as the input map of the 
particle swarm algorithm. Also, the number of genes is equated 
to the number of particles. The findings indicate that the 
genetic algorithm in the sixth interval has the minimum value 
of the fitness function. 

In general, through a comparison of the values of the fitness 
functions of the two algorithms, it has emerged that the particle 
swarm algorithm can detect more violations in time intervals. 
This is because the value of the fitness function increases when 
the minimum number of the undetected violations is higher. 
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