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Abstract-Many engineering problems are modeled by 
Differential Equations and these are solved by some numerical 
method. The most known numerical methods are dependent on 
the anticipated choice of a computational mesh. The definition 
of a mesh can be a constraint when the problem domain under 
analysis has a very irregular geometry. In the perspective of 
contributing with propositions about methods that are 
independent of a computational network, in this article we 
propose the use of Artificial Neural Networks (RNA). We 
present the basic RNA concepts and the optimization method 
that will be used. We apply the network in a second order 
Ordinary Differential Equation (ODE) that models oscillation 
problems. We vary the values of the domain and present the 
results in graphs. We verified that even without a pre-defined 
mesh RNA obtains a good approximation of the real solution. 
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I. INTRODUCTION 

Several engineering problems can be modeled using 
Ordinary Differential Equations (EDO) or Partial Differential 
Equations (EDP) [1]-[3]. To solve such problems 
computationally some numerical methods have been developed 
and studied over time. Numerical methods include the Finite 
Differences Method and the Finite Element Method [4] - [6].  

The Finite Differences Method consists a priori of 
approximations of the derivatives from the Taylor series and 
the substitution of these approximations into the equation of 
derivatives to be solved [4]. Through this method it is possible 
to obtain solutions for a discrete domain known as 
computational mesh. This mesh is composed of a finite number 
of rectangles, and on the vertices of them the solution of the 
equation is computed. The solutions obtained by this method 
are usually stable if and only if the mesh is chosen under some 
stability criterion. If this method is applied to non-uniform 
geometries, the computational mesh does not serve the entire 
problem domain [7], [8]. 

In order to solve the problem of approximation of irregular 
geometries related to the Finite Differences Method, the Finite 
Element Method arises. In this method it is possible to refine 
the computational mesh using not only rectangles, but 
triangles, hexagons etc. [5]. Even with the increase in the 
possibility of choosing the element to be used in the creation of 
the mesh, the Finite Element Method can also have problems 
of instabilities in the solutions, caused by the choice of mesh 
elements [9,10]. In view of the foregoing, it is clear that 
proposing methods capable of solving differential equations 
without dependence on a predefined mesh element is an 
important contribution to the field of numerical methods 
applied in engineering.  

On the other hand, Artificial Neural Networks (ANNs) 
have been widely used in engineering problems, especially for 
predicting difficult-to-measure variables. In the perspective of 
collaborating with the construction of methods capable of 
solving mathematical models applied to engineering, without 
the dependence of pre-established computational mesh is that 
in this article we propose the use of ANNs to solve a second 
order ODE [8]. 

The mathematical construction of the proposal is based on 
RNA concepts and optimization methods in the literature, 
especially the Descending Gradient Method. For example, a 
computational simulation is presented in order to present the 
numerical results of the proposed problem. 

 
II. ARTIFICIAL NEURAL NETWORKS  

Constructing mathematical models capable of simulating 
some biological functions has been a challenge for researchers 
in the exact sciences. This challenge is a motivator for 
scientists working in the large area of knowledge known as 
artificial intelligence to develop neural models capable of 
learning patterns. These models are usually used in problems of 
classification, forecasting, etc. [11].  
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A. Biological Motivation  

The mathematical construction of ANNs is based on the 
electrical, chemical and biological relationships that occur in 
the human nervous system. In this system the importance of the 
neurons stands out. Neurons are excitable (or self-excitable) 
cells that communicate with each other through synapses, 
forming functional networks for information processing and 
storage [12]. The main function of neurons is to conduct 
electrical stimuli from physical-chemical reactions. Three main 
parts constitute a neuron: dendrites, cell body (soma) and axon. 
In a brief way it can be defined that the dendrites are receptors 
of information, the synaptic input. The cell body contains the 
nucleus of the cell, where all the hormones, proteins and 
neurotransmitters are produced. Finally, axons, whose endings 
make synaptic contacts with other neurons [12]. (Fig. 1) 

 

 

Figure 1.  Biological Neuron Model [11]. 

 

B. Artificial Neuron  

Based on the functioning of the biological neurons 
McCulloch & Pitts (1943) developed a mathematical model 
capable of encompassing the main characteristics of the 
biological neuron [13]. This model, although simple, is still the 
most used model in the various ANN architectures [11]. 

 

 

Figure 2.  Artificial neuron model [11]. 

 

The neural model of McCulloch & Pitts (1943) consists of 
seven basic elements [11]: input information {          }  

synaptic weights {          }  linear combiner ∑; 
Activation threshold   (also known as "bias"); activation 

potential u  (difference between the result of the linear 

combination and the activation threshold); the activation 
function g   and the output signal y . 

C. Perceptron Multi-layered and Backpropagation Algorithm  

In an artificial neural network neurons are organized in the 
form of layers, and the way these layers are arranged defines 
the network architecture [14]. In this article, in particular, a 
network known as Perceptron Multi-layered will be used. 
Perceptron is the simplest form of a neural network used 
initially for classification of linearly separable patterns. This 
network consists of a single neuron with adjustable synaptic 
weights [12]. The Perceptron of Multiple Layers (PMC) 
consists of a neural structure composed of a layer of input 
neurons, one or more hidden layers and an output layer [15]. 

 

 

Figure 3.  Perceptron with two hidden neural layers [11]. 

 

The most common training algorithm of a PMC is 
Backpropagation (retro propagation). This algorithm consists 
in the use of the network output errors to update the synaptic 
weights in a retroactive way, that is, "from the output to the 
input network" [16]. The back propagation algorithm is 
implemented considering two phases, forward and backward. 
In the forward phase the input values are multiplied by the 
synaptic weights in the input/output direction, at the end of that 
phase an error is calculated. Already in the backward phase, 
optimization techniques are applied on the error in such a way 
that the synaptic weights are adjusted in the output / input order 
[10]. 

 

 

Figure 4.  Retro propagation algorithm [11]. 
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III. METHODOLOGY  

A. Update of the Synaptic Weights  

Solving an ODE using an RNA means finding an algorithm 
that minimizes (or maximizes) a cost function. This cost 
function must be chosen in such a way that its minimization (or 
maximization) is equivalent to solving ODE. Considering that 
a second order is an equation of type [15]:  

   ( )

   
  ( (    

  

  
)                              (1) 

then the approximate solution can be written in the form: 
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with the initial values given by  ( )      
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Consequently, the cost function to be minimized is  [ ⃗]  
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 }    where xi are the points of 

the problem domain. Considering that the RNA model we will 
use is composed of two layers, an input layer and a hidden 

layer and that    is the vector of weights of the input layer and 

   the weights of the hidden layer, then by the optimization 
method known as Descending Gradient [17].  

  (   )    ( )   
  [ ⃗]

    

                             (2) 

and    

   (   )    ( )   
  [ ⃗]

  
                              (3) 

If we start the values of    and    at random then by the 
given conditions the method will converge to the minimum of 
the cost function presented [15]. 

Solving derivatives 
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The gradient of the cost function relative to the weights of 
the hidden layer is:  
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More details on the calculation of the presented gradients 
can be found in [15]. 

 

IV. SIMULATIONS  

The neural model presented previously combined with their 
respective synaptic weights update algorithms will be applied 
to a second order problem in order to verify the behavior of the 
solutions when choosing a domain with random points. The 
problem chosen to support simulation is well known in civil 
engineering and consists of an ODE that models the vertical 
movement of the Tacoma bridge [18]: 

   

   
    

  

  
     ( )                                  (7) 

Where 

 w: function that models the wind force; 

 b damping coefficient; 

 c measure the resistance of the cables. 

It is worth mentioning that the model presented is only one 
of several proposals for modeling this problem. We will only 
use it as an illustration to verify the RNA's ability to solve this 
type of problem without depending on a pre-established 
computational mesh. 

 

V. RESULT  

Before presenting the simulation parameters we will make 
the following assumptions: 

a) The damping coefficient b varies with time   
 

  
  ; 

b) The resistance of the cables c also varies with time 

  
 

 
  ; 

c) The function  ( )       ; 

d) The initial conditions  ( )     and   
( )

  
   , are 

satisfied. 

e) The parameters used in the neural network were as 
follows: 

f) An input layer and a hidden layer with weights    and  
  ; 

g) Number of neurons in the hidden layer equal to the 
number of neurons in the input layer equal to 5; 

h) Sigmoid activation function; 

i) Learning rate 0.5 

In order to compare the results, all synaptic weights were 
started with the same values  

     |                             | 

    |                             |  

More details on the calculation of the presented gradients 
can be found in [15]. 
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Figure 5.  Results (solution and error) for a domain with equally spaced 

points. 

 

Figures 6,7,8 are comparisons between the analytical 
solution and that obtained by the neural network when the 
domain was determined by choosing points in the interval [0,1] 
in a random manner. It is important to note that comparisons 
with methods such as Finite Differences and Finite Elements 
have not been made because these traditional methods depend 
on a pre-defined mesh and thus it is not possible to obtain 
solutions in a domain where the points are chosen at random. 

 

 

Figure 6.  Results (solution and error) for a domain with randomly spaced 

points. 

 

 

Figure 7.  Results (solution and error) for a domain with randomly spaced 
points 

 

Fig. 8- results (solution and error) for a domain with randomly spaced points 

 

VI. DISCUSSION   

Observing the graphs presented in the results it is possible 
to make some observations. Firstly, the best result was 
obtained when the domain points were equally spaced (Fig. 5). 
On the other hand, when the domain points were randomly 
selected RNA was able to present solutions very close to the 
analytical solutions (Fig. 6-8). This fact is a motivator for the 
continuation of the research with applications in other 
problems and consequently other models of equations. 

If the effectiveness of RNA is solving problems, regardless 
of how the domain is chosen, is confirmed for other problem 
then it will be possible to use this numerical method as an 
alternative to be used in problems whose geometry under 
analysis is a limitation for traditional methods. 

It is still verified in the graphs referring to the behavior of 
the error in each iteration that there is a fast convergence of the 
method because in all cases the error is close to zero with less 
than 10 iterations (Fig. 6-8). 

 

VII. CONCLUSION    

The model of Artificial Neural Networks applied to the 
problem modeled by EDO was efficient when applied in a 
mesh of equally spaced points. This model when used in a 
random point domain, obtained promising results. It is worth 
stressing the importance of the emphasis on domain choice, 
since the convergence of traditional methods such as Finite 
Differences and Finite Elements is entirely dependent on the 
point mesh chosen as domain of the problem. 

The proposal presented here is only a starting point for the 
improvement and development of similar methodologies that 
are capable of solving problems modeled by EDO’S and EDP’s 
such as the problem of heat propagation, wave propagation, 
Timoshenko and so on. 
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