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Abstract- Textual document is usually in unstructured form and high dimensional data. The exploration of hidden information from the unstructured text is useful to find interesting patterns and valuable knowledge. However, not all terms in the text are relevant and can lead to misclassification. Improper filtration might cause terms that have similar meaning to be removed. Thus, to reduce the high-dimensionality of text, this study proposed a filtering algorithm that is able to filter the important terms from the pre-processed text and applied term weighting scheme to solve synonym problem which will help the selection of relevant term. The proposed filtering algorithm utilizes a keyword library that contained special terms which is developed to ensure that important terms are not eliminated during filtration process. The performance of the proposed filtering algorithm is compared with rough set attribute reduction (RSAR) and information retrieval (IR) approaches. From the experiment, the proposed filtering algorithm has outperformed both RSAR and IR in terms of extracted relevant terms.
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I. INTRODUCTION

The trend to store data in electronic format has increased and requires an efficient effort to organize these important yet beneficial documents [1]. Data can be stored in several formats such as image, video and audio. However, text is commonly used to store knowledge and exchange information [1] [2]. Text is usually unstructured and not restricted to any specific format [2] [3]. The exploration of hidden information from this unstructured text is useful because interesting patterns and valuable knowledge can be discovered from the text [1]. Finding relevant terms from the text is a challenging task as human ability to analyze, gather, understand and store massive datasets is slow and rather costly to process all the information. In fact, analyzing texts is a tedious task prior to the curse of dimensionality in every text document, in which the complexity of natural language, misspelling, mispunctuation and misinterpretation that leads to misunderstanding to occur [1] [2].

The main issues in term filtering are to extract relevant terms from high dimensional data and to solve synonym problems of the extracted terms [4]. Terms in a text may be irrelevant, or other words, it might have no effect on the processing which could give impact on the processing performance [5] Terms with high occurrences in the text shows the importance of the terms itself. However, not all terms with high occurrences numbers are relevant [5]. Hence, retrieving the most relevant term is necessary. Retrieving relevant terms from text is a non-trivial task because of the high dimensionality nature in text and lack of formal structure in text document [6]. In other words, getting a handle on what is important and what is not important from textual data is not easy. Due to the complexity of the text, dimensionality reduction technique is needed to reduce the irrelevant terms in the text and make them easier to handle [7].

Feature selection is a process to retrieve the quality of features since not all features are relevant for classifying the text [8]. Feature selection is commonly used in text classification to reduce the dimensionality of features and improve the efficiency and accuracy of classifiers. Several methods have been widely applied for feature selection in text classification such as information gain (IG), mutual information feature selection (MIFS) [9], document frequency-based selection, term strength, and entropy-based ranking, but these statistical-based methods only provide information access instead of analyzing information to locate patterns. This method aims at selecting some of features or words that have the highest score according to the predetermined measure of the importance of the word [9]. The selection process is performed by applying either the filter approach or the wrapper approach. The filtering approach is employed most of the time for feature selection stage [12]. The approach is based on applying a scoring method to evaluate the features. The filtering approach is based from the document frequency in finding and retaining the terms that occur in the highest number of documents. The commonly used filter methods are such as document frequency, mutual information, information gain, chi-square, and Gini index [10].

The advantages of filter approach are that it is easily scaled to high dimensional datasets, computationally simple and fast. In addition, the filter approach is independent as it only has to be performed only once [11] However, according to [12], the size of the feature space is not reduced by implementing methods in feature selection since the size of the full feature set is reduced and time consuming. In view of this, the drawback of filter approach is that it tends to ignore the effect of the selected feature set on the classifier algorithm. To add to this matter, this is also supported by [14] who claimed that most of the filter approaches tend to ignore the interaction with the classifier and since the techniques are univariate, this means that each feature is considered separately.
The wrapper approach wraps the features around the classifiers to be used to anticipate the benefit of adding or removing a certain feature from the training set [12]. Unlike filter approach, wrapper selects the features that lead to an improvement in the performance of the classifier algorithm. The quality of an attribute subset is directly measured by the performance of the data mining algorithm that is applied to that attribute subset [11]. This means, the wrapper approach might be much slower than the filter approach because data mining algorithm is applied to each attribute subset considered by the search. In some cases, several data mining algorithms need to be applied to the data which makes the wrapper approach become computationally expensive. The wrapper approaches is able to include the interaction between feature subset search and model selection and considers the feature dependencies. However, is risky due to the overfitting issue [11].

Another issue in term filtering is the synonymy of the terms. Synonym is natural linguistic phenomena which Computational Linguistic and Information Retrieval researchers commonly find difficult to cope with [4]. Several attempts which are based on semantic to solve synonymy problem by using WordNet [13], computed semantic relatedness from Wikipedia [14] and extracting word similarity from website [15]. Unfortunately, WordNet is not effective as it did not include any specific terms that are needed [13]. Contents in Wikipedia are not consistent because some articles are missing and anyone can change the content [16]. Different websites might use different word similarity and this can cause inconsistency in solving synonymy problem. Another different solution has been implemented which is to use rule-based term extraction as a controlled environment for synonym distribution such as in [17]. Therefore, a rule-based filtering algorithm is proposed and a keywords library is also developed to solve synonymy of the extracted terms.

Some of the information extraction systems rely on nouns as their features for entity identification such as in [18]. Noun carries a role to interpret the structure of sentence, mostly in particular, fields such as machine translation, text retrieval, information extraction and text classification [19] Nouns in text may portray the topic that has been discussed [20]. In addition, classifying texts that are based on a single linguistic expression can be effective since nouns can represent specific incidents and general events in the sentence and likely produce good topics in the sentence [21]. By this means, mastering noun leads to understanding the main meaning denoted in the text.

To rank the extracted terms, term frequency-inverse document frequency technique or also known as TF-IDF is used to evaluate the relevancy of a term in the document [22] [23]. But, a term that has the highest score has the potential to give vague information to identify one specific topic [22] [23]. In fact, TF-IDF cannot solve synonymy problems because it ignores the relationship between words [24]. This matter can be resolved by solving synonymy problem during text pre-processing phase.

To overcome the aforementioned issues, statistical based approach filtering algorithm combined with the computational linguistics technique is proposed. The nature form of unstructured textual data is the challenge to ensure that the selected relevant terms from the dataset. This study focuses on noun as a term candidate; thus Part-of-Speech tagging technique is implemented for identifying the syntactical parts in the text document.

This paper is organized as follows; Section II explains on the text pre-processing processes that will be implemented in this study. Section III presents the proposed filtering algorithm which is based on rule-based approach. Section IV discusses the results of pre-processed text and the performance of the proposed filtering algorithm.

II. TEXT PRE-PROCESSING

Text pre-processing is the initial step in any text mining task such as text classification, text clustering, text summarization and topic identification. Text pre-processing is mainly performed to remove features that are unimportant for topic identification purposes and present text documents into a clear word format. Fig. 1 shows the processes in text pre-processing.
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The first stage in text pre-processing is tokenization where text is broken up into smaller and meaningful units known as tokens before any language processing can be performed. Second, all terms in the sentences are converted to lowercase by using case folding step. Case folding is used to avoid the same term to be counted as a different meaning. For instance, term ‘Mother’ and ‘mother’, which carries the same meaning but the first term contains a capital letter and the other term is in lowercase. Hence, case folding is needed in order to solve this problem. Third stage is to eliminate the noise words in the selected text by using stop word removal. The stop words such as ‘the’, ‘a’, ‘and’ frequently occur and they are assumed as the insignificant words needed to be removed because it is not useful for classification. Next stage is stemming which is to convert different word forms into similar canonical forms, or in other words, it is the process of conflating tokens to their root form.
Once the root word is achieved, the next stage is to tag each of the term into specific values using part-of-speech tagging. POS tagging is the process of assigning grammatical value for each word in the sentence. The purpose of using POS tagging is to identify the potential terms from the text, especially nouns. The expected outcome from this stage is the cleaned texts that are free from any noise. Examples of POS tags are shown in Table 1.

<table>
<thead>
<tr>
<th>Tag</th>
<th>Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>AV0 – General adverb</td>
<td>carefully, lovely, intentionally</td>
</tr>
<tr>
<td>AVQ – wh-adverb</td>
<td>when, why, how, wherever</td>
</tr>
<tr>
<td>NN – Common noun</td>
<td>man, woman, girl, mother, town</td>
</tr>
<tr>
<td>NP – Proper noun</td>
<td>Yusuf, Mariam, Miss, Mother</td>
</tr>
</tbody>
</table>

### III. THE PROPOSED FILTERING ALGORITHM

Fig. 2 shows the proposed filtering algorithm (PFA) where the tagged terms from pre-processing stages are filtered. From text pre-processing stage, a list of tagged terms is produced and the next stage is to collect only terms that have been tagged as ‘NN’. The PFA aims to overcome high dimensionality problem of text by removing unimportant terms in the text. In addition, PFA allows checking the availability of the matching keywords in order to find the most precise terms. Though only noun terms are taken, there are several exclusive noun terms that have been determined as keywords, such as ‘wed’ (verb), ‘marry’ (verb) and ‘will’ (future tense). Some of single terms carry similar meaning and eliminating these terms should be avoided. Therefore, the filtering algorithm is designed in term extraction phase to solve the synonymy of the extracted terms and these important terms are not eliminated during the extraction process. Hence, filtration process is executed to avoid the occurrence of missing important terms.

However, in the context of this study there are several important terms that belong in verb class for example ‘marry’ and ‘wed’. Besides, term ‘will’ is a very strong keyword because in some context of the Quran verses, ‘will’ is referring to an act to give (property) to another person after one’s death. Meanwhile, term ‘will’ also belongs to the future tense class and considered as noise word by stop word removal. Therefore, two keyword libraries are involved in the filtering process. The first keyword library is known as ‘generalNoun’ which contains all nouns and retrieved from the open source on the net. The second keyword library is myNounVerse which contained all nouns or any keywords from the Quran such as ‘Zihar’, ‘Iddat’ ‘Will’ and ‘Wed’. This library is manually developed by comparing the synonym of certain terms by using Thesaurus.com. Without term filtration phase, it is costly for the next phase to rank relevant terms according to its importance. Too many irrelevant terms can affect the accuracy of ranking results and determination of topic.

This algorithm begins right after the process of assigning POS tagging is finished. In the first filtration, all tagged terms are compared and checked with generalNoun library in order to ensure that all terms are not mistagged. Matched terms which are nouns are listed in List A. The second filtration filters and removes those terms that do not belong to myNounVerse and not tagged as nouns. Matched terms from this process are listed in List B and combined with List A. All unmatched terms are discarded. Only matched nouns are listed for further process.

### IV. RESULTS AND DISCUSSION

English translated Quran retrieved from Surah.my (http://www.surah.my/) and has been used as a case study. Texts from Surah.my website are chosen since traffic report from bizinformation.com.my shows that the source is frequently accessed and most referable in Malaysia. The experiment to test the performance of PFA has been conducted using accuracy metrics. Table 2 shows the sample of Verse 2_35 that has been pre-processed and filtered. The filtered terms consists of nouns and some important terms from library myNounVerse. For example, each extracted terms from Verse 2_35 occurred only one time, however there are two keyword terms which are ‘wife’ and ‘will’. These two keywords refer to two different topics. Term ‘wife’ indicates the topic as ‘Marriage, meanwhile term ‘will’ refers topic as ‘Inheritance’. In this case, TF-IDF technique has been used to calculate the importance score of the extracted terms.

<table>
<thead>
<tr>
<th>Verse No</th>
<th>Verse</th>
<th>Filtered terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>2_35</td>
<td>We said: ‘O Adam! dwell thou and thy wife in the Garden; and eat of the bountiful things therein as (where and when) ye will; but approach not this tree, or ye run into harm and transgression.’</td>
<td>wife, garden, thing, will, approach, tree, harm, transgression</td>
</tr>
</tbody>
</table>
The filtered terms produced by PFA are then compared with rough set attribute reduction (RSAR) and information retrieval (IR). RSAR is conducted through Rosetta application for term filtration by selecting the relevant attributes (terms) out of the larger set of candidate attributes. The relevant attributes are defined as attribute subset that has the same classification capability with the overall attributes. RSAR reduces the dimensionality of the data and enables the learning algorithm to operate effectively. The extraction is based on the calculation of reduct values that have been produced in Rosetta. For the filtration based on information retrieval, the interpretation and document ranking are according to the relevancy and the importance of the documents itself. Information retrieval does not consider the linguistic criteria unless it is being assigned to.

Therefore, POS tagging has not been applied during for the experiment. PFA is experimented with RSAR because RSAR is one of the technique in dimensionality reduction and able to reduce the number of features from information system. PFA also has been compared with Information Retrieval because it does not employed POS tagging in most term extraction works. This is because IR focuses only on the terms with the highest score. Meanwhile, PFA chooses noun instead of other regular expressions such as verbs and articles. The comparison that has been made for Verse 2_35 is shown in Table 3.

### TABLE III. SAMPLE OF COMPARISON FOR THE FILTERED TERMS

<table>
<thead>
<tr>
<th>Verse No</th>
<th>PFA</th>
<th>RSAR</th>
<th>IR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Terms</td>
<td>#terms</td>
<td>Terms</td>
</tr>
<tr>
<td>2_35</td>
<td>wife, garden, thing, will, approach, tree, harm, transgression</td>
<td>8</td>
<td>wife, will</td>
</tr>
</tbody>
</table>

As shown in Table 3, IR has the most numbers of filtered terms as compared to the other techniques. However, filtered terms from RSAR is too limited. PFA consistently produced enough numbers of filtered terms. From the experiments, it can be seen that the relevant terms are successfully extracted by the employment of PFA. This is because PFA has its own keyword libraries that store the important terms in it. Besides that, PFA ensures that the terms that belong to the keyword library are not eliminated during the filtering phase. These comparisons are applied to all 224 English translated Quran verses. These filtered terms are then calculated and ranked using TF-IDF technique. No technique comparison has been made in ranking phase as it is only been adopted in the method. The calculation is shown in Table 4.

### TABLE IV. THE TF-IDF CALCULATION FOR EACH TERM IN VERSE 2_35

<table>
<thead>
<tr>
<th>Verse (d)</th>
<th>Total terms in d</th>
<th>Terms (t)</th>
<th>#t occurs in d</th>
<th>TF</th>
<th>IDF</th>
<th>TF-IDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>2_35</td>
<td>8</td>
<td>will</td>
<td>1</td>
<td>0.125</td>
<td>0.6600</td>
<td>0.0825</td>
</tr>
<tr>
<td></td>
<td></td>
<td>wife</td>
<td>1</td>
<td>0.125</td>
<td>0.5790</td>
<td>0.0724</td>
</tr>
<tr>
<td></td>
<td></td>
<td>garden</td>
<td>1</td>
<td>0.125</td>
<td>0.1808</td>
<td>0.0226</td>
</tr>
<tr>
<td></td>
<td></td>
<td>thing</td>
<td>1</td>
<td>0.125</td>
<td>0.0560</td>
<td>0.0070</td>
</tr>
<tr>
<td></td>
<td></td>
<td>approach</td>
<td>1</td>
<td>0.125</td>
<td>0.2938</td>
<td>0.0367</td>
</tr>
<tr>
<td></td>
<td></td>
<td>tree</td>
<td>1</td>
<td>0.125</td>
<td>1.1751</td>
<td>0.1469</td>
</tr>
<tr>
<td></td>
<td></td>
<td>harm</td>
<td>1</td>
<td>0.125</td>
<td>0.4700</td>
<td>0.0588</td>
</tr>
<tr>
<td></td>
<td></td>
<td>transgression</td>
<td>1</td>
<td>0.125</td>
<td>1.1751</td>
<td>0.1469</td>
</tr>
</tbody>
</table>

There are 37 terms in Verse 2_35 and represented by (d). However, only 8 terms are filtered and there are ‘wife’, ‘man’, ‘garden’, ‘thing’, ‘will’, ‘approach’, ‘tree’, ‘harm’ and ‘transgression’. Each term is labeled as (t) and number of occurrences for each term is counted. Amongst these filtered terms, ‘wife’ and ‘will’ are matched from myNounVerse library. At this stage, each (t) must be calculated using TF-IDF formula. For example, to calculate the TF for term ‘wife’, the total number ‘wife’ occurs in the document is 1 and divided by the total number of all terms in the document which is 8. The TF score is 0.125. In this case, both terms ‘wife’ and ‘will’ have same TF score number. Therefore, the calculation to find IDF score has been performed. To calculate the IDF, there are 224 documents and the term ‘wife’ occurs 59 times in these documents. Then, the IDF is calculated as log (224/59) and equivalent to 0.5790.

Next, the value for TFIDF is computed as 0.125 multiply with 0.5790 and is equivalent to 0.0724. This calculation process is applied to the whole 224 documents. There is no threshold to determine the value of score for the relevant terms. The term with highest score is considered as the most relevant term. As can be seen, the most relevant terms in the verse are top-ranked based on its score. For example, ‘wife’ and ‘will’ have same occurrences number. Which means, both terms have same TF score number. Through the calculation of IDF and TF-IDF, the final ranking scores are produced. Therefore, the potential term in Verse 2_35 is ‘will’ as it has higher TF-IDF score number as compared to term ‘wife’. The same calculation is conducted to each term in all 224 verses.

V. CONCLUSION

The proposed filtering algorithm for textual document has reduces the high dimensionality of the text and is able to filter the most important terms. The effectiveness of the retrieval results by the proposed filtering algorithm can be judged by the number of relevant terms retrieved from the verses. The proposed filtering algorithm has proven that the extracted terms contribute to the performance of the proposed rule generation algorithm to identify topics which are closer to the topics by the experts. The inclusion of noun selection has enabled the filtering process to produce the most relevant terms. The PFA has also able to solve high dimensionality data and synonym problems in textual document.
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